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INTRODUCTION

In computational lexicology (a branch of computational linguistics) one can see a gradual transition
(in terms of terminology and semantic content) from machine�readable dictionaries to lexical knowledge
bases and then to lexical ontologies. A machine�readable dictionary [1] represents paper dictionary data
in electronic form thus enabling these data to be processed on a computer. The lexical knowledge base dif�
fers from the machine�readable dictionary in that the word meanings are explicitly indicated and connec�
tions between the corresponding meanings are specified, which makes it possible to use these data for log�
ical inference [2].

This paper describes an approach to building a general�purpose lexical ontology to integrate lexical and
semantic information.

Lexical ontology contains structured information about the words and includes semantic relationships
(e.g. synonymy, hypernymy, and holonymy) between the meanings of words [3]. The phrase general pur�
pose in the name of the ontology implies that there is no attachment to a particular subject area; i.e., there
is an attempt to include all the words of the language into the dictionary of the ontology. However, a sig�
nificant part of applied ontologies is constructed for a specific subject area with the indication of relations
between the concepts of this area [4]. There is a direction of the automated construction of “dedicated lex�
ical ontologies” in which the argument for their creation is that such specialization significantly reduces
the size of the ontology and thus reduces its processing time [5]. Currently, however, it is the insufficient
size of dictionaries, thesauri, and ontologies that poses a great problem for applications [6].

Thus, a general�purpose lexical ontology contains structured information about words and semantic
relations. At the same time, there is no attachment to a particular subject area. WordNet is considered one
of the most successful projects of this kind.

WordNet is a machine�readable English dictionary and thesaurus. The concept of this dictionary is
based on psycholinguistic theories, which were used to identify the meanings of words and relationships
between words and meanings, as well as relationships between the meanings themselves [7]. WordNet data
are used for many purposes, such as the definition of the word [8–10] and calculation of the self�consis�
tency and coherence of sentences in the text [11, 12]. Many ontologies and knowledge bases include
WordNet data or are connected with lists of WordNet synonyms, e.g., OpenCyc [13] and DBPedia [14].
There are several knowledge bases including not only WordNet but also Wiktionary. They are discussed
below. Among them are the lexical�semantic resource UBY [15] for the English and German languages
and the Lexvo.org system [16] containing relationships in the form of RDF triples between words of about
7000 languages.
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Wiktionary was selected as a source of data for the construction of the general�purpose lexical ontology
(hereinafter referred to as ontology) for several reasons.1 A wiktionary is a freely editable multipurpose
multilingual online dictionary and thesaurus that can be edited by users. It contains interpretations and
translations of words, the description of phonetic and morphological properties, and semantic relations.
In addition, it contains pronunciations of words (transcriptions and audio files), rules of word division into
syllables, stresses in words, information about the etymology of words, as well as quotes from literary works
that illustrate the use of words, and even video and photos illustrating the meaning of words. Wiktionary’s
advantages are a big volume and variety of lexicographic data. In [17–18], it is shown that the German
Wiktionary is comparable to GermaNet and OpenThesaurus thesauri in terms of the amount of data, and
the English Wiktionary even exceeds the amount of WordNet data.

The scientific importance of multifunctional online dictionaries (wiktionaries) is confirmed by the fact
that the wiktionary and its sister project Wikipedia [19] is widely used in scientific experiments. The wik�
tionary is used for various purposes related to the processing of text and speech:

(1) in machine translation between Dutch and Afrikaans [20];
(2) for automated identification of the part of speech of words using a hidden Markov model for three

languages—English, Vietnamese, and Korean [21];
(3) in text processing by the NULEX parser, where a part of Wiktionary data (tenses) is integrated with

WordNet and VerbNet databases [22];
(4) in speech recognition and synthesis, where the wiktionary provides a basis for the rapid creation of

pronunciation dictionaries [23];
(5) for construction of ontologies [6];
(6) in the representation of ontologies [26].
Below, we give a brief overview of the structure of entry of the English Wiktionary (using the entries for

the word @@ and @@ as examples). The approach and architecture of the system for ontology construc�
tion are considered. Ontologies are constructed on the basis of lexicographic data of wiktionaries, which
made it possible to analyze and compare the vocabulary of the English language in multilingual dictionar�
ies (English and Russian Wiktionaries) with WordNet data.

1. WIKTIONARY AND THE STRUCTURE OF ITS ENTRY

The wiktionary contains not only interpretations and translations of words. Entries also describe pho�
netic and morphological properties of words and indicate semantic relationships. Several complementary
information structures are used in the wiktionary in order to specify semantic properties, such as semantic
categories and usage labels (they specify style, subject area, and language).

The structure of the entry of the wiktionary is rather strict and is clearly defined by rules. There are such
rules in the English Wiktionary,2 in the Russian Wiktionary,3 and probably in the other 170 wiktionaries.4

The presence of the structure and formatting rules of entries make it possible to look at the entry as an
interesting object from the point of view of automated data retrieval, e.g., using regular expressions [25].
Automatic retrieval should convert the “implicit” structure, which can be understood only by a human
reader, into an explicit form suitable for computer processing thus enabling the use of wiktionary data in
various projects associated with text processing in the future.

Let us consider the structure of the wiktionary using examples from the English Wiktionary. In the
entry, one can distinguish the following sections: etymological; pronunciation; semantic; inflection, con�
jugation, or declension; semantic relations; related terms; and translation. Let us illustrate all these sec�
tions with fragments of entries.

Etymological section. This section (Fig. 1) contains information about the history of the word; i.e., it
describes phonetic and semantic changes that the word has undergone. Different views with references to
the relevant literature may be given. If possible, etimologies should be accompanied with references to the
sources of information. There are hundreds of special templates for frequently cited sources (see
http://en.wiktionary.org/wiki/Category:Reference_templates) Lexicographers (editors of the wiktion�
ary) link the etymology text with the related entries.

1 Hereinafter names of specific projects (English Wiktionary, Russian Wiktionary) are written with a capital letter and names of
all dictionaries of this type, i.e., wiktionaries, are written in lower case.

2 See http://en.wiktionary.Org/wiki/Wiktionary:ELE.
3 See http://ru.wiktionary.org/wiki/@@:@@_@@_@@.
4 See http://meta.wikimedia.org/wiki/Wiktionary/Table.
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Pronunciation section contains pronunciation in the International Phonetic Alphabet and an audio file
voiced by a native speaker (Fig. 2).

Semantic section includes the interpretation and quotations that illustrate each meaning of the word
(Fig. 3). A feature of the interpretations is the use of links to entries of the same dictionary. Quotations
(example sentences) are accompanied by bibliographic information, such as the author, title, and year of
publication. The quotations for the languages in non�Latin alphabets, a transcription for the quotations
must be given; for the languages other than English, a translation is to be given (Fig. 3).

The following section can be titled differently and can contain different types of data depending on the
part of speech of the entry: Inflection or Conjugation for verbs, or Declension for nouns and adjectives; this
section is present only in non�English entries (Fig. 4).

Fig. 1. Etymology section of the entry “há ek.”c

ˆ

Fig. 2. Pronunciation section of the Russian entry @@.

Fig. 3. Semantic section of the Russian adjective @@ with three definitions, a quotation, its transcription, and its trans�
lation.
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Semantic relations section describes semantic relationships (synonyms, hypernyms, etc.) for each
meaning of the word (Fig. 5).

Related terms section groups paronyms classified by parts of speech (Fig. 6 shows nouns, adjectives,
verbs, and adverbs).). This section contains a set of words (family of words) in the same language that have
strong etymological connections but are not derived terms. The word list includes hyperlinks to relevant
entries.

Translation section contains translations of each meaning of the word into foreign languages (Fig. 7).
Translations are given in the form of links to the relevant entries about foreign words. The translation sec�
tion of the Russian Wiktionary includes a two� or three�letter language code at the end of the name of each

Fig. 4. Declension section of the Russian adjective @@.

Fig. 5. Semantic relations section of the Russian adjective @@.

Fig. 6. Related terms section of the Russian entry @@.
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language (Fig. 7). The set of these codes is a part of the base of lexicographic constants presented in detail
in the next section.

2. APPROACH AND DESIGN OF THE SYSTEM OF CONSTRUCTION 
OF A GENERAL�PURPOSE LEXICAL ONTOLOGY

The proposed automated approach consists of two phases: (1) initial analysis of data of the online dic�
tionary by experts to determine the features of its structure, and (2) the subsequent automatic construction
of a general�purpose lexical ontology by means of the developed computer system.

In the wiktionary (www.wiktionary.org), special tags and other markers indicate semantic elements and
define the hierarchical structure of the entry. However, without special processing of the dictionary, only
full text searches in the entries or hypertext navigation can be used. For complex searches (for example,
to obtain a list of all synonym sets that contain the word), the online dictionary should be converted into
a format suitable for computer processing. Therefore, a team of linguists (experts in the online dictionary
under examination), and engineers (database and IT experts) should work at the first phase of the
approach.

The first phase includes the following subtasks:
(1) analysis of online dictionary entries;
(2) determination of the entry structure;
(3) identification of “reference” elements of the entry (key words, elements of hypertext markup) using

regular expressions [24];
(4) design of a relational database based on the model of the entry structure to store the retrieved data;
(5) configuration of the ontology construction system.
In designing the ontology relational database, sections of the online dictionary entry to be processed

are determined. Presently, the system retrieves from the entry the following lexicographic data: language,
part of speech, meaning of the word (interpretation), quotation (illustrating the meaning of the word),
semantic relationships, and translation (Table 1). In the future, it is planned to take into account data from
all sections.

Next, based on the structure of the entry and its processed sections, the computer system is adjusted to
automatically construct an ontology using wiktionary data.

The second phase of the ontology construction is carried out in automatically (Fig. 8). The objectives
of the second phase are the construction of the ontology (the main objective of the phase) and the auto�
matic collection of debugging data.

Developers need debugging data at the first phase of the ontology construction for the next iteration
(for example, to expand the base of lexicographic constants when a language code is added because the
data are retrieved from a multilingual dictionary). In other words, the development of the system is carried
out iteratively, modules are gradually added to the system to extract lexicographic data (semantic module,

Fig. 7. Translation section of the entry “há ek.”c

ˆ
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translation module, etc.). The developed architecture of the system of the ontology construction is mod�
ular and expandable. It is planned to create modules for each section of the entry. Fig. 8 illustrates inter�
actions between the main parts of the system.

The software system requires the specification of the following input parameters. Firstly, language of
the wiktionary (Russian or English) since there are differences in the structure of entries in the Russian
and English Wiktionaries. For each of these wiktionaries, a special analyzer is activated. Secondly, the
address of databases of online dictionaries and ontology, i.e., the parameters to connect to remote data�
bases such as IP�address, database name, user name, and password. The source of data is the online dic�
tionary database, i.e., a corpus of entries.

Input parameters
Language, parameters of databases of online dictionaries and ontologies

Control application

System for the construction of a general�purpose lexical ontology

1. Retrieval
of dictionary entries

2. Analysis of the
structure of entries

3. Storage
of lexicographic data

Database programming interface

Data reading Data reading / writing

Data reading

Online
dictionary databases Ontology

Russian Wiktionary,
English Wiktionary

Lexicographic constant database

Machine�readable dictionary

Input data Result

External applications (web services)

Fig. 8. Architecture of the system of automatic construction of a general�purpose lexical ontology.

Table 1.  Sections and data of a dictionary entry included in the ontology

Entry Section Section Data General�purpose lexical ontology

@ @ Language, part of speech

Pronunciation Section Transcription, audio file –

Semantic Section @ synonyms, antonyms, hyponyms, 
hypernyms, meronyms, holonyms

Etymological Section Etymology of the word –

Related terms List of paronyms –

@ @ –

Translation Section Translations Translations
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The control application performs a sequence of three steps for each entry (wiki text) retrieved from the
wiktionary database (which is the first step). At the second step the entry is analyzed; more precisely, ref�
erence elements of the entry (keywords and hypertext markup elements) indicating its subsections are
sought using regular expressions. The reference elements are defined by experts based on the analysis of
entry submission guidelines of the wiktionary. The analysis is performed from the general to the special.
First, the entry is broken up into large parts, then these parts are scanned by the analyzer once more and
broken up into smaller parts.

At the third phase, the data are stored in the ontology database. As a result, the system creates the
ontology consisting of two parts—a database of lexicographic constants and a machine readable dictio�
nary. In Fig. 8, the dashed line shows the parts of the system that require preliminary adjustment. These
are (1) the database of lexicographic constants, (2) the analysis module in the control application, and
(3) the data read module in the database programming interface. The fact is that the community of editors
of wiktionaries is making various improvements and refinements to the structure of the dictionary as the
project evolves. These changes should be duly taken into account by developers of the system. The adjust�
ment is carried out at the first phase of the ontology construction in the process of the joint work of lexi�
cographers and software engineers.

Thus, the lexicographic constant database is created manually by experts; it establishes a correspon�
dence between identifiers and some lexicographic information. The lexicographic constant database con�
tains the following lists, which are required for the analysis of entries and search in the machine�readable
dictionary database:

(1) Language codes in accordance with the international standard of abbreviation of the names of lan�
guages ISO 639, self�designation of languages, language names in English and in Russian (370 languages
and their codes in the Russian Wiktionary, 274 corresponding items in the English Wiktionary).

(2) “Third�level headings” in the terminology of the wiktionary including the names of the parts of
speech and headings such as proper noun, article, prefix, suffix, acronym, abbreviation, etc. (58 headings
in the English Wiktionary, 25 headings in the Russian Wiktionary).

(3) Names of semantic relations (synonymy, antonymy, etc.).

The lexicographic constant database is filled by experts, and it operates in the read�only mode when
the data from the wiktionary are retrieved.

The database programming interface is a collection of functions for reading data from the wiktionary
and for reading and writing ontology data. The functions related to the processing of ontology data can be
divided into low�level functions that search, delete, add, or update records in a single table, and high�level
functions that can operate on several tables at once. For example, high�level software interface functions
make it possible to obtain the following data for a given language and part of the speech: (i) the list of inter�
pretations, (ii) the list of synonyms, antonyms, etc., and (iii) the list of translations from the source to the
target language for the given word.

External applications (e.g., Web services) can work with the ontology remotely if the parameters of the
ontology database and the data access programming interface are known. If there is need for high data
processing speed, the ontology database and software that provide ontology’s functionality can be down�
loaded from the site of the authors of this paper (http://code.google.com/p/wikokit/) and installed
locally.

3. RESULTS OF THE AUTOMATIC CONSTRUCTION 
OF A GENERAL�PURPOSE LEXICAL ONTOLOGY

Two databases of lexical ontologies were constructed; this allowed us to compare them and wiktionaries
in terms of various parameters (Tables 2–4). Data from the English Wiktionary as of October 8, 2011 (the
so�called database dump) and data from the Russian Wiktionary as of May 21, 2011 were used as initial
databases. The ontology relational database consists of a set of related tables. The second column in Table 3
gives the name of each table in the ontology database and some comments (in parentheses). The other col�
umns of Table 3 give the size of the corresponding tables (the number of rows). In the next to last column
of these three table there is the ratio of the two previous columns, i.e., the ratio of the ontology parameters
of the English Wiktionary to the parameters of the ontology of the Russian Wiktionary for 2011–2012.
To analyze the dynamics of growth of wiktionaries and ontologies, the last column contains similar ratios
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for the English Wiktionary as of January 6, 2010 and for the Russian Wiktionary as of April 5, 2010; these
data are taken from the paper.5 

The comparison of wiktionaries themselves (Table 2) shows that the English Wiktionary is approxi�
mately 9 times larger than the Russian Wiktionary in terms of the number of pages and 6 times larger in
terms of the number of active participants. Among surprisingly stable parameters the values of which
remain almost invariable in 2010–2011 is the average ratio of modifications, which is 1.03–1.04 (row 3 in
Table 2), in 2010 the number of modifications was 4.8–4.96 per entry, and in 2011 it wass 5.12–5.35 in
Russian and English Wiktionaries, respectively.

Another stable parameter is the ratio of the number of semantic relations (row 2 in Table 3). The
English Wiktionary contains by a factor of 1.57 more relations than the Russian Wiktionary; in 2010, there

5 A. A. Krizhanovsky, The Comparison of Wiktionary Thesauri Transformed into the Machine�Readable Format, Preprint of
St. Petersburg Inst. for Informatics and Automation, Russ. Acad. Sci., St. Petersburg, 2010. http://arxiv.org/abs/1006.5040.

Table 2.  Key indicators of the English and Russian Wiktionaries

No. Property
Wiktionary en/ru 

English (en) Russian (ru) 2011–2012 2010

Wiktionary version (date) 08.10.2011 21.05.2011 2011 2010

1 Number of pages 2936016 325128 9.03 7.13

2 Number of edits since Wiktionary was set up 16971706 3183428 5.33 3.65

3 Average edits per page 5.35 5.12 1.04 1.03

4 Number of active editors of the dictionary 1060 176 6.02 7.17

Table 3.  Key indicators of the ontology databases constructed on the basis of the English and Russian Wiktionaries

No. The table name in the ontology database 
(and comment)*

Ontology en/ru 

English 
Wiktionary (en)

Russian 
Wiktionary (ru) 2011–2012 2010

1 page (number of entries) 1283011 532024 2.41 3.77

2 relation (number of semantic relationships) 227430 144675 1.57 1.57

3 lang_pos (number of parts of speech in all the 
languages)

1219090 427876 2.85 4.63

4 wiki_text (number of text fragments in inter�
pretations, translations, and semantic rela�
tions)

1641186 375787 4.37 7.81

5 wiki_text_words (number of words�hyperlinks) 2304041 427116 5.39 10.81

6 meaning (number of meanings) 1634749 248497 6.58 12.68

7 inflection (number of word forms) 102322 28582 3.58 8.84

8 translation (number of blocks with translations, 
i.e., the number of translated meanings of the 
words)

88450 29856 2.96 1.55

9 translation_entry (total number of pairs 
of translations in all languages)

801943 228805 3.50 1.96

10 Number of entries (number of “language–part 
of speech” pairs) with semantic relations

144530 53554 2.70 3.89

11 Number of entries in the native language 
(counting “language–part of speech” pairs)

282281 135396 2.08 2.43

12 Number of semantic relations for words in the 
native language

60844 104513 0.58 0.52

* These and more recent data for the English Wiktionary are available at http:// en.wiktionary.org/wiki/User:AKA_MBG/Statis�
tics:Parameters_of_the_database_created_by_the_Wiktionary_parser, for the Russian Wiktionary, they are available at
http://ru.wiktionary.org/wiki/
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were 157 and 100 thousands of relations in theses wictionaries, respectively; and in 2011 there were 227
and 145 thousands of them, respectively.

The term “native language” (rows 1 and 3 in Table 4) means the basic or main language of the wiktion�
ary, i.e., Russian for the Russian Wiktionary and English for the English Wiktionary. The main common
feature (and, at the same time the difference) of all the 170 wiktionaries is as follows:

(1) The interpretation of all the words, including foreign words (row 6 in Table 3), are given only in the
native language.

(2) Translations into all languages (rows 8 and 9 in Table 3) are given only in the entries for the words
of the native language.

We compared the entries for the words in the native language, i.e., entries for English words in the
English Wiktionary and entries for Russian words in the Russian Wiktionary.

1. The Russian Wiktionary contains almost 1.7 times (104.5 thousands) more semantic relations
between the Russian words (row 12 in Table 3) than the semantic relations between the English words in
the English Wiktionary (60.8 thousands). In 2010, this ratio was 2 (84 and 44 thousands, respectively).

2. In the English Wiktionary, the entries for the words of the native language (row 1 of Table 4) consti�
tute less than a tenth (9.6%) of all the entries (in 2010 they accounted for a fifth, 18.3%). In the Russian
Wiktionary, the percentage of the entries for the native words is much higher, although it reduced to 41%
(in 2010, more than half the entries were for the Russian words, 53.7%). Thus, despite the common goal
of both wiktionaries, i.e., the description of all lexical units of all languages, the Russian Wiktionary
remains more monolingual.

3. The average number of semantic relations per entry (row 3 in Table 4) in the Russian Wiktionary is
3.5 times higher than in the English Wiktionary, 0.77 and 0.22, respectively (in 2010 these values were 0.65
and 0.14).

The construction of the ontology made it possible to carry out the numerical analysis and compare the
vocabulary of the English language in the English Wiktionary, in the Russian Wiktionary, and in WordNet.
In the comparison with the WordNet database, only entries for the English words were taken into account
in multilingual wiktionaries because WordNet contains only entries of this kind. The comparison gave the
following results:

(1) The number of English words and meanings in dictionaries. The English Wiktionary contains more
English words (276470) and meanings (369778) as of 2011. This is by a factor of 1.78 more entries and by
a factor of 1.79 more meanings than in WordNet.

(2) The distribution of English words in parts of speech (in the English Wiktionary, WordNet, and in
the Russian Wiktionary) is as follows: nouns account for 52%, 71%, and 83% (the largest share in all the
dictionaries); adjectives account for 20%, 14%, and 6%; verbs account for 15%, 12%, and 8%; and adverbs
account for 4%, 3%, and 1%.

(3) The percentage of words with a single meaning is 81% in the English Wiktionary and 88% in WordNet.
Thus, both dictionaries (WordNet and the English Wiktionary) contain more words with a single meaning
than with words with several meanings. In the English Wiktionary, every fifth noun, verb, and adjective
(17–22%) has several meanings. However, among the adverbs there are only 12% of words with multiple
meanings.

Table 4.  Dictionary statistics obtained by analyzing ontologies

Property
Wiktionary en/ru

English (en) Russian (ru) 2011–2012 2010

Number of entries in the native language (language & POS) to the 
total number of pages (ratio of the value in row 11 of Table 3 to the 
values in row 1 of Table 2), %

9.61 41.64 0.23 0.34

Number of entries with semantic relations to the total number of 
pages (ratio of value in row 10 of Table 3 to the value in row 1 in Ta�
ble 2), %

4.92 16.47 0.30 0.55

Average number of semantic relations for entries about the words 
in the native language (the ratio of the value in row 12 to the value 
in row 11 in Table 3)

0.22 0.77 0.29 0.21
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(4) From the viewpoint of the average number of meanings for words belonging to different parts of
speech, verbs are most multivocal in all the three dictionaries. The average number of meanings of verbs
(excluding verbs with a single meaning) is more than 3 (in the range 3.08–3.57). Adverbs have the least
number of meanings (excluding the words with a single meaning) (in the range 2.35–2.88). A more
detailed analysis and comparison of dictionaries based on the constructed ontologies and WordNet can be
found in [17].

CONCLUSIONS

An approach to the design of a system of automated construction of a general�purpose lexical ontology
was proposed. The architecture of such a system was described. At the first stage, a team of linguists, lex�
icographers (experts in the online dictionary under examination) and software engineers (experts in data�
bases and programmers) analyzes the entry of the online dictionary to design and develop the system.
At the second stage, the system automatically checks all entries and stores the retrieved information in the
general�purpose lexical ontology database.

The developed system can be used for the following purposes: (1) in research prototypes and applica�
tions (automation of ontology and knowledge base construction, recognition of meanings of words),
(2) office applications (spell checkers and translation [25]), (3) in industrial applications (identifying
users’ interests, customer profile creation), and (4) in monitoring and text flow clustering systems, iden�
tifying of texts pertaining to a given topic.
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