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A new type of documents called a "wiki page" is mng the Internet. This is expressed not only
in an increase of the number of Internet pagesisftype, but also in the popularity of Wiki
projects (in particular, Wikipedia); therefore theblem of parsing in Wiki texts is becoming
more and more topical. A new method for indexingk\d&dia texts in three languages: Russian,
English, and German, is proposed and implementkd. architecture of the indexing system,
including the software components GATE and Lemnreatizs considered. The rules of
converting Wiki texts into texts in a natural laage are described. Index bases for the Russian
Wikipedia and Simple English Wikipedia are constiedc The validity of Zipf's laws is tested for
the Russian Wikipedia and Simple English Wikipedia.

1.INTRODUCTION
A poll conducted in the USA [1] has shown that mdrant one third (36%) of adult Internet
users consult online texts, Wikipedia encyclopetigapopularity is explained by huge amount,
diversity, and originality of the material. Anotheeason for popularity of Wikipedia is its
"authority” in retrieval systems. For instance, Hiswise testifies, more than 70% visits of
Wikipedia are provided by transitions from searnfiees [1].
Wikipedia data can be split into texts and linkstdrnal, external, inter-wikis, categories)
Internal links bind pages within a site. Interwilgpecify the article that describes a given
encyclopedia term, but in another language. Thegoaites classify articles thematically. This
allows us to distinguish the following thrgges of search algorithms
search based dimks analysisin which we can distinguish the cases when:
links are explicitly given by hyperlinks (HITS [2PageRank [3, 4], ArcRank [5],
Green [6], and WLVM [7]);
links should be constructed (Similarity Flooding,[8n algorithm for extracting
synonyms from the thesaurus [5, 9, 10]);
text analysiswith the help of statistical algorithms (ESA [1Ejmilarity of short texts
[12], extraction of contextually linked words basesh the frequency of word
combinations [13], LSA [14]);
analysis of both links and the tg16], [16].
The HITS-algorithm developed earlier and adapteHI{/A) [16, 17] finds semantically close
words based on the analysis of internal Wikipeiiksl. By semantically close words (SCW)e
mean words close in meaning occurred in the samte T@ey can be synonyms ("mansion”,
"palace"), antonyms ("entangle”, "untangle"), hypens u hyponyms (“aircraft" — "glider",
"go" — "hobble"), homonyms and meronyms ("graph™vertex”, "eye" — "lens"). Many
algorithms for searching SCW in Wikipedia do withdull-text search [19]. However, the
experimental comparison of algorithms [11, 19] kAswn that the best results in searching
semantically close words are demonstrated by the &&orithm, using the full-text search.
Therefore, it was suggested to design a publicxirdbtabase of Wikipedia (in what follows,
WikIDF) and software tools for its generation, whiensures full-text search in the encyclopedia
and in corpuses of wiki texts. A wiki text is a giified HTML markup language. For indexing,
it is necessary to convert it into a text in a natlanguage (NL), to provide that keyword search
does not take into account symbols and tags of HTad wiki markups. For indexing wiki
texts, in view of sufficiently simple implementatiathe TF-IDF approach [20, 21] was chosen.
The designed software resources (database andimgdsystem) allow users to analyze the
obtained index databases (DB) of wikipedias, andkemia possible for designers of search
engines to use the WIkIDF program and to provideaeng over wiki resources by accessing



the existing index bases or by generating new dh@simplementation of the indexing system
and construction of an index database, it is necgss

to form the architecture of the system for desigran index database of wiki texts;

to design the structure of tables of the index DB,;

to define rules of converting wiki texts into textsan NL;

to construct a software system for indexing (prograterface of access to the index

DB);

to conduct experiments.
The structure of the paper suits to the posed pnadl The paper is concluded by a discussion of
methods for improving the index DB, as well as ectg§ and approaches involving the index DB
as an element of solving other problems (dataenetj etc.)

1. THE ARCHITECTURE OF THE SYSTEM FOR DESIGNING AN INDEX DB OF
WIKI TEXTS

To design an index database, it is necessary, fosevelop automatic division of a text into
words, and, second, word lemmatization. Note thathose the approach when for solving each
subtask the existing computer programs with opemcgocode are employed, rather than a new
program is developed from scratch. For solvindfitst task, the GATE system was applied [22]
(Java -is the tool that allows processing textmiamy languages). The second task was solved by
the lemmatization program Lemmatizer [23]. To dedh Wikipedia data (here, to extract texts
form the Wikipedia database), we used the Synaqmtugram [17, 18].

Figure 1 presents the architecture of the systenmélexing wiki texts, where the interaction of
the program modules GATE, Lemmatizer, and Synarghehown. As a result of operation of
the whole system, an index DB is generated atdtel lof recordsrécord level inverted index
[20]), containing the list of links to documents &ach word (lemma).

It is necessary to specify three groups of inpuaipeeters for the program. First, tl@guageof
Wikipedia texts (one of 265 on 01/03/2009) and ofhéhe three languages (Russian, English,
and German) for lemmatization, which is determibgdhe presence of three DBs available for
the lemmatizer [23]. The indication of the Wikipadanguage is necessary in order to convert
correctly texts in wiki formats into texts in an NEig. 1, the function "Conversion of wiki in a
text" of the module "Wikipedia handler"). Second should specifyhe address of wiki and
index DBs namely the parameters for connection to a rerb@e IP-address, DB name, user
name and login. Thirdndexing parametersconnected with constraints imposed by the user on
the size of the index DB aimed at subsequent searobrding to the TF-IDF scheme have to be
defined. For example, limiting the number of coriives word--page (in experiments from
practical considerations, the constraint was gemal to 1000).

The "controlling application” executes consecugvéiree steps for each article (wiki text)
extracted from the Wikipedia DB and converted iatoNL (which is the first step). At the first
step, using the programs GATE and Lemmatizer aadptbgram interface RussianPOSTagger
that joins them, a list of lemmas and the frequeoictheir occurrence in the given article are
determined; more accurately, the total frequencgllofiord forms in a given lexeme in the given
article (and in the whole corpus) for each lemmaakulated. At the third step, the data are
saved in the index DBthe obtained lemmas, the frequencies of theiuweace in a given text,
the fact whether the lemma belongs to a given ki, the frequency of occurrence of lemmas
in the corpus (the value of the frequency of lemfoasd within a given text is increased).

Note that both functions of the module "Wikipedenbler”, specified in Fig. 1, as well as API
of the access to the index DB ("TF-IDF Index DB3rfr the module "TF-IDF Application™) are
implemented in the Synarcher program. The settihghe input parameters and running of
indexation are executed by its module WIkIDF, repreging a console application written in

"Constructed index DBs of Russian Wikipedia and $ninglish Wikipedia are available at:
http://rupostagger.sourceforge.net (see packafesviti and idfsimplewiki, respectively).



Java.

2. TABLES AND RELATIONS IN THE INDEX DB
To store data in the index DB, a relational datalehds used:
data are filled once and then are usaty for reading(therefore such problems as index
update, add-on recording, integrity support arecoosidered);
data are stored in an uncompressed form, i.eancbivated.
In the course of indexing, wiki- and HTML-markupabminated, the lematization is performed,
and lemmas of words are stored in the index DB.sTDB does not contain information
specifying the position of words in the text. The of tables in the index DB, their filling, and
relations between them were determined in agreemigmthe problem solved: "Search for texts
based on a given word by using the TF*IDF formskae(in what follows)"”, namely (Fig. 2):
1) term is the table containing lemmas of words (leenmafield); the number of
documents containing the word forms of a given eggdoc_freq; the total frequency
of word forms of a given lexeme in the whole corfempus_freg;
2) page is the list of names of indexed documents (thdd fipage_title exactly
corresponds to the field of the table with the sarame in the DB MediaWiki); and the
number of words in the documemidrd_couny;
3) term_pages the table that connects lemmas of word fornusdoin documents with
these documents.
The ending "id" in the name of table fields means a unique idient{Fig. 2). In the bottom part
of each table, fields indexed for accelerating ¢barch are listed. Between the table fields, the
relationone to manys given, between the tablesyrm andterm_page€the term_id field), as well
as between the tablpageandterm_pagdthe page_id field). This scheme of the DB allmmge
to obtain, first, the list of lemmas of words ofi@en document, whose length may be less than
all lemmas of words of the given document, since imrds occurring in more thail
documents, theN+1)-th record "word--document" is not recorded in ftiadle term_page
Second, we can form the list of documents contgitine word forms of the lexeme given by its
lemma.
Let us recall the TF-IDF formula, which is used t@iculating the weights of keywords, and
show that the data in the developed DB scheme Zfigre sufficient for using this formula. This
formula is based on idf (the inverse frequencyhaf term in documents, the inverse document
frequency), which the index of search value ofwled (its discriminating ability) [20]. In 1972
Karen Sparck Jones proposed the heuristics: <sthe ¢f a query occurred in a large number of
documents has a weak discriminating ability (wideted word), we should assign to it a smaller
weight compared with the term rarely occurred ie ¢tocument of a collection (rare word)>>.
This heuristics has shown its advantage in praeticein [21] its theoretical substantiation can
be found. Totally, there ar® documents in the corpus, the term (lexemedpccurs in DF;

documents (to which the field of the OB&m.doc_frecgcorresponds, wherterm.doc_fregs the
reduced record pointing the fietbc_freqof the tablgerm of the index DB). For a given term

the weight of the documeniv(t) is determined as [21]
. D

t) = TR Odf(t); idf(t) = log—,
w(t) = TF Cidf(1);  idf(t) = log -

where TF is the number of occurrences of the temn in the document (the field
term_page.term_frggandidf is used for reducing the weight of high-frequenayds. We can
normalize TR, taking into account the length of the documesst, idividing by the number of

words in the document (the fiefthge.word_count Thus, the values of fields of the index DB
allow one to calculate the inverse frequency oftédmn t; in the corpus.

3. CONVERSION OF A WIKI TEXT IN A TEXT IN A NATURAL LANGUAGE USING
REGULAR EXPRESSIONS



Wikipedia texts contain wiki markup. There is algaieed in converting wiki texts, namely in
elimination or "disclosure” of wiki tags (i.e., exttion of the text component). If we omit this
step, then special tags, e.g., "ref", "nbsp”, "@t¢., fall in the hundred of the most frequent
words of the index DB. In the course of work, qi®s, such as how and what elements of the
markup should be processed, arise. Let us presestigns and made decisions in Table 1 as in
paper [24]. For some conversions, regular exprassere presented in the table [25]. To
transform texts in the wiki format into texts in B, we should perform consecutively the steps
that can be split into two groups: elimination arahsformation of the text.
Stepl. The following tags are eliminated (togetwéh the text within
them):
1) HTML -- commentaries (<!- ... —>);
2) tags of shutdown of formatting (<pre>...</pre>);
3) tags of the source codes (<souraescode>).
Step 2. Transformations of wiki tags are performed:
1) the text of footnotes (<ref>) is extracted added at the end of the whole text;
2) double braces are eliminated, as well as thewgkin them ({{template}});
(this subfunction is called twice to eliminate {ftplate in {{template}}}},
deeper nesting is not taken into account in thisiga);
3) the tables and text are eliminated ({| tablenX| table in table A nl}|});
4) the stress mark is eliminated in texts in Rusétag. Ko@ 'mop);
5) the triple apostrophe, surrounding the text arehning "bold emphasis” is
eliminated; the text is retained,;
6) the double apostrophe, meaning "cursive" isiabted; the text is retained,
7) the name is extracted from an image tag, theralements are eliminated;
8) double square brackets are processed (inteink$ lare disclosed, and
interwikis and categories are eliminated);
9) single square brackets, bordering hyperlinks aaralyzed: the text without link
is conserved;
10) symbols that are prohibited in XML-parser (XNRRC protocol of the
RuPOSTagger program): <, >, &, " are eliminate@ (@placed by a blank); their
"XML-safe" analogs &lt;, &gt;, &amp;, &quot; are &b eliminated; as well as
&#039;, &nbsp;, &ndash;, &mdash; instead of symbsely />,<br/>,<br> the
carriage return character is used.
This transformer of a wiki text is implemented ihetform of one Java-packages of the
Synarcher program [18]. Table 2 presents a fragmérdan article from Russian Wikipedia
"Through thorns to the stars (movie)" and showsrdwilt of complex transformation of the
texts according to the rules listed above.

4. APl OF THE INDEX DB
At present, there exist the following program ifaees (API) for dealing with Wikipedia data:
FUTEF API for searching in English Wikipedia witltcamunt of Wikipedia categories
(http://api.futef.com/apidocs.html). The searchirags implemented as a web-service
based on Yahoo!, the result is returned in the fdrawascript of the object JSON;
the interface for calculating semantic similaritly veords in Wikipedia [26], here the
query goes from Java through XML-RPC to the Pestpdure, then by MediaWiki call
to the DB is performed,;
the interface from Wikipedia to Wiki dictionary [R7
the set of interfaces for dealing with Wikipediatalatored in XML database Sedna
(http://wikixmldb.dyndns.org).
The structure of the proposed index DB (Fig. 2jed# from the scheme of the DB MediaWiki
(note that for dealing with the DB MediaWiki a dafént number of necessary functions in the
program Synarcher have been already written); therethe necessity in developing an



"interface" for program control of the index aris€®r this purpose, the program interface for
dealing with the database WIkIDF was designed. tipeer-level functions (of the interface

WIKIDF) allow one, first, to form the list of ternfer a given wiki page, arranged according to
the value TF-IDF. Second, we can obtain a list ofuwinents containing word forms of the

lexeme based on a given lemma; the documents amegad according to the frequency of the
term (TF). The lower-level functions are aimed @althg with particular tables of the index DB

(Fig. 2) and provide reading, saving or deletingprds in the table.

5. TESTING THE VALIDITY OF ZIPF'S LAW FOR WIKI TEXT S

The empirical Zipf's law states that the frequewéyword usage in the corpus is inversely
proportional to its rank in the list of words ofgtcorpus arranged according to frequency [28];
i.e., the word that is the second in frequency oo the text two times rarely, than the first
one, the third word in the list occurs three tinrasely, than the first one, etc. Another
formulation of Zipf's law states that if we constira list of words ranking the words according
to the frequency of their occurrence isuficiently largetext, and draw a plot of the logarithm
of word frequency depending on the logarithm of skdal number in the list, then we obtain a
straight line [21]. Figure 3 presents this ploteTdurve, generated by symbols "+", is constructed
based on data of the corpus of texts of Russianp&tika of February 20, 2008 (RW). Using the

least squares method of the package Scilab [29%aloeilatedapproximating curvesyyy based

on the first 100 most usable words of the corpes (Eg. 3, dashed and dotted lines) am

based on the first 10 thousand words (dashed litteleng dashes)

RW e14.51 R elG 123
Yioo(x) = W; ym\é\(x) = Wg

Data of Simple English Wikipedia of February 14020 SEW) correspond to symbolX™in

Fig. 3. Approximating curves are drawn in a simikay: y;o" (dotted line) andy;." (double
dotted line)

12.83 14 29
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Note that the approximating liney is more flattened (with the angular coefficient.048),

than the line y" (the coefficient is-1.174), corresponding to the sharper decrease of

frequencies of English words. The possible explanatare as follows. First, the size of Russian
Wikipedia is by an order of magnitude greater, pnesbly, a wider dictionary for describing a
greater number of notions is employed. Second, anors of Simple English Wilipedia
purposefully use simpler words and thus employ allemvocabulary.

Figure 3 shows that Zipf's law is valid for Wikipadexts on the whole, i.e., the curve in the
figure with the logarithmic scale can be approxmedaby a straight line quite well. Note that
Simple English Wikipedia data (0.20) correspondhis law a bit better than corpus of Russian
texts (0.23). The value 0.20 is the difference leetwthe angular coefficients (degrees of slope)
of approximating straight lines constructed basedl@0 (0.974) and 10 thousands (1.174) of
English words.

Thus Zipf's law is satisfied a bit better for textsSimple English, which can be explained by
either the specific feature of this language or thigerence between Russian and English
languages. For final understanding of the questiois, necessary to design the index database
not for Simple English Wikipedia, but for Englishikipedia.

6. DISCUSSIONS

The disadvantages of the designed system for indeaiki texts are as follows:
the index is created once, if the corpus is upddbesh the index should be reconstructed;
incremental continuous indexing is necessary;
if the variable doc_freq_max (limiting the size of the index DB)assigned equal to



100 (and not 1000, for example), short articlesehewall number of involvement in the
tableterm i.e., for a small number of words of a givenaeticonnectives lexeme--page
are specified in the tabterm_page
a single word form may have several lexemes inbhge of the Lemmatizer system
(lexemes have different ID), to store this informoatin the DB BJ] WIKIDF, it is
necessary to add one more table.
Conclusions and suggestions for improving the inaesystem of wiki texts:
The weighttf-idf indicates the significance of the word in the vehabrpus of texts;
therefore the weight of a word, e.g. "bite", vibst likely be small in the corpus of texts
on biology. It is reasonable to use categoriesrédining the weight value. Thus the
weight depends on the subject domain of wiki texitsl the same word may have
different weights in texts with different topics.
For the same goal (refinement of the word weighteteling on the text topic), it is
reasonable to add to the table term (Fig. 2) thkl fivariation coefficient D"; i.e., the
evaluation of the specificity of a word for a pauiar subject domain [30, p. 347].
A useful additional resource for indexing is a neatlcorpus of English Wikipedia [31],
which makes it possible to perform search takirig account the semantic markup, e.g.,
using 45 categories of the upper level of the nadnaof sets of synonyms of WordNet,
assigned to words of Wikipedia.
The planned variants of development the WIkIDF esystare oriented to, first, inclusion of
WIkIDF (as one of the components) into the Synarginegram for implementing a full-text (but
not only based on headers of wiki pages) searclsdéanantically close words. The WIkIDF
package is included in the Synarcher program; hew#hs search in this version of Synarcher
is performed without access to either the WikIDEkaage or the index DB. Thus, using the full-
text search in wiki texts, we will be able to geaaterthe root set of pages in the adapted HITS-
algorithm (AHITS) [18], which, presumably, imprové®e result of searching for semantically
close words. Second, the conversion of the Wikii@hary into a computer form, first of all, the
semantic relations of the Wiki dictionary, will meakhe search in wiki texts more complete and
accurate.
There are alternative methods of designing thexiria®, with which we can deal in the future
work:
module ANNIC of the GATE system, based on the seargine Lucene [32] (see also
in [33] the description of a variant of dealing wiviki from the GATE system);
indexing system MG4J [34];
tool Lemur with capabilities of indexing (Englisighineese, Arabic) and the search
engine INDRI (http://www.lemurproject.org).
The promising lines of investigation connected wité index DB are as follows:
determination of meaning of polysemantic words[3®8] it was suggested that marks of
subject domains (e.g., med., archit., sport.) makmssible to find semantic relations
between the meanings of words. The results of @xpets have shown that
polysemantic words are actually determined withigh ldegree of accuracy for a large
number of words because of these marks [35]. Faemxents, WordNet Domain
(extended version of WordNet, sb#p://wndomains.itc.)twas used, where each synset
contained marks of subject domains;
filtering the text flow [36];
finding keywords with account of semantic relatigegnonyms, hyponyms, etc.), e.g., in
[37] (based on WordNet or CYC) or wiki dictionary;
evaluation of the accuracy of search by the TF-lB&hod, obtaining optimal search
parameters for the sake of: altting high-frequency words [38]; b) comparison of
similarity measures in the vector space of word,[8nd c) with account of the additive
model of calculating the relevance of the docunternie query [39].




CONCLUSIONS

Not only the Internet grows, but also Wikipedia wsp and by recent data [40] the

encyclopedia increases and is improved in theviolg these directions:

the number of languages in which Wikipedia is meimed,;

the number of active participants (with time thenier of participants grows, but the

relative number of high-activity participants, j.#nose who do more than 100 corrections

a month, reduces [40]);

the list of thematic directions (every new grouppeafticipants, and each language group

has its own interests);

the entire number of articles, and in large Wikipsd the depth of development

(formally, this is the size of an article and thenber of corrections);

connectedness of pages (i.e., the number of ifltinka, interwikis, categories);

"embedding" of Wikipedia in the Internet web byneasing the number of external links.
Search systems and wiki resources are cooperated amal more closely. On the one hand,
because of a large number of hyperlinks in wikitéeand in view of the specific features of
algorithms based on analysis of links (e.g., Pag&R3]), search engines assign a high rating to
wiki texts, i.e., put them at the high positionsaagesult of search [1]. On the other hand, the
search within wiki sites is performed both by ussggarch over DB built in MediaWiki and by
specialized Wikipedia search systems: Wikia Seakcitene-search, FUTEF, and in Russian
Wikipedia, by Qwika. Note that the future of searehgines will probably be based on
distributed search using P2P-applications [41].t Tiedtexing was and will be the important task
of search engines.
In this paper, we considered the architecture ampleamentation of a software system for
indexing wiki texts WIkIDF. In indexing, a list olemmas and the frequencies of their
occurrence are calculated by the GATE system, thi@hological analyzer Lemmatizer, and the
module RussianPOSTagger joining them. With the afsithe WikIDF system, index DBs for
Russian Wikipedia and Simple English Wikipedia weesigned.
The parameters of the source DBs of two Wikipeavase presented: Russian Wikipedia and
Simple English Wikipedia. The temporal characterssof indexing DB were presented, and the
quantitative properties of the designed index detab were described. A faster growth of
English Wikipedia was detected, namely for five inen(September 2007 to February 2008); in
Simple English Wikipedia, the rate of growth of tmember of articles was greater by 14% and
by 7% faster, than in Russian Wikipedia.

ACKNOWLEDGMENT

This work was supported by the Russian FoundatownBlasic Research (project no. 08-07-
00264) and the Program of Basic Research of PuBidRAS (project no. 213 "Intelligent
Information Technologies, Mathematical SimulatiSystems Analysis and Automation ").

REFERENCES

1. L. Rainie and B. Tancer, "Wikipedia Users," in R eports: Online
Activities & Pursuits (2007),

http://www.pewinternet.org/pdfs/PIP_Wikipedia07.pdf

2. J. J. Kleinberg, ACM 46 (5) (1999).

3. S. Brin and L. Page, "The Anatomy of a Large-Sca le Hypertextual
Web Search Engine (1998)," http://www-db.stanford.edu/ backrub/google.html

4. S. Fortunato, M. Boguna, A. Flammini, @et al.,@ "How to Make the
Top Ten: Approximating PageRank from In-degree," 20 05,
http://arxiv.org/abs/cs/0511016.

5. Survey of Text Mining: Clustering, Classification, and Retrieval ,

Ed. by M. Berry (Springer, New York, 2003).



6. Y. Ollivier and P. Senellart, "Finding Related P ages Using Green

Measures: An lllustration with Wikipedia,” in Association for the
Advancement of Artificial Intelligence , Vancouver, Canada (2007).

7. D. Milne, "Computing Semantic Relatedness Using Wikipedia Link
Structure," in  Proceedings of New Zealand Computer Science Research
Student Conf erence (NZCSRSC' 2007), Hamilton, New Zealand, 2007
http://www.cs.waikato.ac.nz/ dnk2/publications/nzcsrsc07.pdf .

8. S. Melnik, H. Garcia-Molina, and E. Rahm, "Simil arity Flooding: a
Versatile Graph Matching Algorithm and Its Applicat ion to Schema
Matching," in Proceedings of 18th ICDE Conference, San Jose CA, USA, 2002
http://research.microsoft.com/ melnik/publications.html.

9. V. Blondel and P. Senellart, "Automatic Extracti on of Synonyms in
a Dictionary," in Proceedings of SIAM Workshop on Text Mining, Arling ton,
Texas, USA, 2002 .

10. V. Blondel, A. Gajardo, M. Heymans, @et al.. @ " A Measure of
Similarity Between Graph Vertices: Applications to Synonym Extraction and
Web Searching," SIAM Review 46 (1) (2004).

11. E. Gabrilovich and S. Markovitch, "Computing Se mantic
Relatedness, Using Wikipedia-Based Explicit Semanti c Analysis,” in
Proceedings of 20th International Joint Conference on Atrtificial | ntelligence
(I3CAI), Hyderabad, India, 2007 ,
http://www.cs.technion.ac.il/ gabr/paperslijcai-2007-sim.pdf.

12. M. Sahami and T. D. Heilman, "A Web-Based Kerne | Function for
Measuring the Similarity of Short Text Snippets,” i n Proceedings of 15th
International World Wide Web Conference (WWW), 2006
http://robotics.stanford.edu/users/sahami/papers-di r/iwww2006.pdf.

13. P. Pantel and D. Lin, "Word-for-Word Glossing w ith Contextually
Similar Words," in Proceedings of ANLP-NAACL 2000, Seattle, USA, 2000 .

14. I. Kuralenok and |I. Nekrest'yanov, "Automatic D ocument
Classification Based on Latent--Semantic Analysis," in Proceedings of the
Conference on Electronic Libraries: Promising methods and Technol ogies,
Electronic Collections, St. Petersburg, Russia, 1999, http://www.dI99.nw.ru
[in Russian].

15. K. Bharat and M. Henzinger, "Improved Algorithm s for Topic
Distillation in a Hyperlinked Environment,” in Proceedings of 21st
International ACM SIGIR Conference on Research and Development in Information
Retrieval (SIGIR 98), 1998
ftp://ftp.digital.com/pub/DEC/SRC/publications/moni ka/sigir98.pdf. Proc, 21.

16. A. G. Maguitman and F. Menczer, H. Roinestad, et al .
Algorithmic Detection of Semantic Similarity, 2005,
http://www2005.0rg/cdrom/contents.htm.

17. A. A. Krizhanovskii, "Automated Search of Seman tically Close
Words by the Example of Aviation Terminology," Avto matizatsiya v
Promyshlennosti, 64 (4), (2008).

18. A. A. Krizhanovsky, "Synonym Search in Wikipedi a: Synarcher," in
Proceedings of the 11th International Conference on Speech and Computer
SPECOM'2006, St. Petersburg, Russia, 2006 .

19. A. A. Kirizhanovskii, "Evaluation of Search Resu Its of
Semantically Closw Words in Wikipedia: Information Content and the Adapted
HITS Algorithm," in Proceedings of Wiki Conference, St. Petersburg,

Russia, 2007 , [in Russian].

20. I. V. Segalovich, "How Search Engines Operate," 2004,
http://company.yandex.ru/articles/.

21. S. Robertson, "Understanding Inverse Document F requency: on
Theoretical Arguments for IDF," J. Documentation, N 0. 60 (2004).

22. H. Cunningham, D. Maynard, K. Bontcheva, et al., Developing
Language Processing Components with GATE (User's Gu ide) , Technical report.
University of Sheffield, UK, 2005.

23. A. V. Sokirko, "Morphological Modules at Site w ww.aot.ru," in

Proceedings of International conference Dialog 2004 on Computer



Linguistics and Intelligent Technologies, Moscow, R ussia, 2004 , [in

Russian].

24. D. Vakhitova, "Development of a Corpus of Texts on Corpus
Linguistics, 2006, http://matling.spb.ru/files/kurs/Vahitova_Corpus.do C.

25. J. E. F. Fried|, Regular Expressions (Piter, St. Petersburg,
2001) [in Russian].

26. S. P. Ponzetto and M. Strube, "An APl for Measu ring the
Relatedness of Words in Wikipedia," in Companion Volume to the Proceedings
of the 45th Annual Meeting of the Association for C omputational
Linguistics Prague, Czech Republic, 2007 .

27. T. Zesch, C. Mueller, and |. Gurevych, "Extract ing Lexical
Semantic Knowledge from Wikipedia and Wiktionary," in  Proceedings of
Conference on Language Resources and Evaluation (LR EC), Marrakech,
Morocco, 2008

28. C. D. Manning and H. Schutze, Foundations of Statistical Natural
Language Processing (The MIT Press, 1999).

29. S. Campbell, J.-P. Chancelier, and R. Nikoukhah , Modeling and
Simulation in Scilab/Scicos (Springer, 2006).

30. O. N. Lyashevskaya and S. A. Sharov, "Frequency Dictionary of
the National Corpus of Russian Language: Concept an d Technique for
Development,” in Proceedings of International Conference Dialog 2008 on
Computer Linguistics and Intelligent Technologies, Bekasovo, Russia, 2008 ,
http://www.dialog-21.ru/dialog2008/materials/pdf/53 .pdf.

31. J. Atserias, H. Zaragoza, M. Ciaramita, et al ., "Semantically
Annotated Snapshot of the English Wikipedia," in Proceedings of Conference
on Language Resources and Evaluation, Marrakech, Mo rocco, 2008

32. N. Aswani, V. Tablan, K. Bontcheva, et al ., "Indexing and
Querying Linguistic Metadata and Document Content," in Proceedings of
RANLP'2005, Borovets, Bulgaria, 2005
33. R. Witte and T. Gitzinger, "Connecting Wikis an d Natural Language
Processing Systems," in Proceedings of WikiSym’'07, Canada, Quebec, 2007
http://www.wikisym.org/ws2007/_publish/Witte WikiSy m2007_NaturalLanguageProce
ssing.pdf.

34. P. Boldi and S. Vigna, Efficient Optimally Lazy Algorithms for
Minimal-Interval Semantics (2007), http://vigna.dsi.unimi.it/papers.php.

35. B. Magnini, C. Strapparava, G. Pezzulo, et al ., "The Role of
Domain Information in Word Sense Disambiguation,” J . Natural Language
Engineering 4 (8) (2002).

36. A. Smirnov and A. Krizhanovsky, "Information Fi Itering Based on Wiki
Index Database " in Proceeding of FLINS'08, Madrid, Spain, 2008
http://arxiv.org/abs/0804.2354 .

37. M. Shamsfard, A. Nematzadeh, and S. Motiee, "OR ank: An Ontology
Based System for Ranking Documents," Int. J. Comput . Sci. 3 (1) (2006).

38. M. Meyer, C. Rensing, and R. Steinmetz, "Catego rizing Learn ing
Objects Based on Wikipedia a s Substitute Corpus,” in Proceedings of
LODE'07, Crete, Greece, 2007 http://sunsite.informatik.rwth-

aachen.de/Publications/CEUR-WS/Vol-311/paper09.pdf

FIGURE CAPTIONS

Fig. 1. Architecture of the indexing system of wikkts POS (part of Speech)
Key:

1. Bxog->input

2. S13w1k, [Tapametpsl BJI, TD-IDF orpannuyenus->Language, DB parameters, TD-IDF
constraints

3. Ilpunoxkenus uHaekcupoanus Bukuneauu->Application for indexing Wikipedia
4. Yupagsnsmoiiee npuinoxenue-> Controlling application

5. U3Bneuenue TekcroB u3 Bukuneauu->Extraction of texts from Wikipedia

6. Ananu3 tekcra (mopokacHue iemm)->Analysis of texts (generation of lemmas)
7. Coxpanenre (iemm, gactor)->Saving (lemmas, frequencies)



8. O6paborunk Bukunenuu->Wikipedia handler

9. Ussneuenue crpanui Buku->Extraction of wiki pages
10.TIpeo6paszoBanue B TekcT->Conversion into text
11.5/1->DB

12. TIpunoxenue->Application

Fig. 2. Tables and relations in the index DB WikIDF

Key:

1. JlemmbI cIOB, HAIGHHBIX B BUKU-TEKCTAX, YUCIIO JIOKYMEHTOB C JIEMMOI1, 4acTOTa JIEMMbI B
kopryce->Lemmas of words, the number of documents witbnanha, and the frequency of the
lemma in the corpus

2. CtpaHu1ipl, cosiepkaiiue caoBoGOpMbI JaHHOU JIEMMBI, M JIEMMBI CIIOBO(OpM,
NpUHaUIeKaIINX JaHHOH cTtpanue->Pages containing word forms of a given lemma, and
lemmas of word forms belonging to a given page

3. 3aronoBKH BUKU-CTPAHHMII, YKCIIO CIOB Ha crpanune->Headers of wiki pages, the number of
words in a page

Fig. 3. Linear dependence of the decrease of dguéncy of word usage in the corpus of the
serial number (rank) of the word in the word lat,anges according to frequency, in the scale of
logarithm--logarithm for Russian Wikipedia (ruwilapd Simple English Wikipedia

(simplewiki) on February 2008, linear approximattmased on 100 and 10 thousands of the most
frequently used words.

Key:

1. Yacrorta->Frequency
2. Homep cnosa->Word number

TABLES
Table 1. Decision on parsing a wiki text
Key:

1. Bonpocwi->Questions

2. Omeemvi->Replies

3. Ucxoowwiti mexcm->Source text

4. Ilpeobpaszosannsiit mexcm->Converted text

5. 3aeonosxu (noonucu) pucynkos->Headers (captions) of figures
6. Ocmasums (u3sn1euv)->Retain(extract)

7. Unmepsuxu->Interwikis

8. Ocmasums unu yoanums (onpedensemces nonvsosamenem->Retain or delete (it is determined
by the user

9. Haszsanus kamezopuui->Category names

10. Yoarums->Delete

11. pecynsapnoe svipascenue->regular expression

12. Kamezopus->Category

13. Illab6nonsr, yumamot, mabauysi->Templates, quotations, tables
14. Yoarums ->Delete

15. Kypcue u "scupnoe” nanucanue->Italic and "bold"

16. Anocmpoghvr yoansromes->Apostrophes are deleted

17. Buympennss ccoiika->Internal link



18. Ocmasums mexcm, 6uoumwiii norvzosamenio, yoaiums ckpuimolii mekem->Retain the text
visible to the user, delete the hidden text

19. 6 [[ kocmoc|kocmuueckom npocmpancmeel]]-> in [[space|cosmic space]]

20. 6 kocmuueckom npocmpancme->in space.

21. euympennsis ccviika bez sepmukanvHoi yepmur->internal link without vertical bar

22. Buewmnss cevinka->External link

23. Ocmasume mekcm, UOUMbLL ROIbL308AMENI0, YOaiums camu eunepccvliku->Retain the text
input by the user

24. caim->site

25. gpan-caum->fan-site

26. catim — ¢pan-caum->site—fan-site

27. Ums caima (0e3 npobenos), cooepacawee mouxy ‘. xoms 6vl pas, Kpome nocieoHe2o
cumsona-> Site name (without blanks) containing the doat least once, except for the last
symbol

Table 2. Example of conversion of a wiki text
Key:

1. Ucxoonwiit mexcm 6 suku-pazmemre->Source text in wiki markup

2. [Ipeobpaszosannwiti mexcm->converted text

3. {{@unvm | PycHasz = Yepesz mepnuu k 36e30am }->{{Film | RusName = Though thorns to the
stars }}

4. [[ U306pasicenue: Yepes-mepnuu-x-36e30am 2.Jpg|thumb¥lepes mepruu k 36ez0am]]->
[[lmage:Through-thorns-to-the stars 2.jpg|thumb|®bgh thorns to the stars]]

5. Yepesz mepnuu k 36e30am-> Through thorns to the stars

6. """ Yepesz mepnuu k 36e30am” [[ nayunas panmacmuxalnayuno-gpanmacmuuecxuii]]
osyxceputinolii punvm [[ pearcuccepl] a [[ Buxmopos, Puuapo Huxonaesuu|Puuapoa

Buxmoposal| no cyenapuio [[ Kup Bynviucs|Kupa Bynviuesal]-> """ Through thorns to the stars
" [[science fiction| science-fiction]]diserial fih [[producer]]a [Viktorov, Richard
Nikolaevich|by Richard Victorov]] by scenario [[KBulychev|by Kir Bulychev]].

7. Yepes mepruu k 36e30am HAY4HO-panmacmuyeckutl 08yxcepulinblii (hubm pedxcuccepa
Puuapoa Buxmoposa no cyenapuio Kupa Bynviuesa ->Through thorns to the stars science-
fiction diserial film by producer Richard Victorpscenario, by Kir Bulychev.

8== Crwoicem == ->== Plot ==

8. == Cioocem == ->== Plot ==

9. {{plot}}

[[XXI]] sex. [[ 3s8e3001em]] OanvHeti pazeéedxku obuapyscusaem 6 [[ kocmoc]] e nocubuwuii
KOpabO.ib HeU38eCMHO20 NPOUCXOHNCOCHUS, HA HEM - 2YMAHOUOHBIX CYUYECE, UCKYCCIMBEHHO
8bIBEOCHHBIX nymeM KIoHUuposanusi. OOHa 0e8yuKa OKA3bl8aemcs HCusd, ee 00CMasision Ha

[[ 3emnsn (nranema)|3emniol], eoe [[ yuenwiil]] Cepeeii Jlebedes nocensiem ee 6 ceoem dome.

XXII sex. 36e3001em danvHeti pazseoxku obHapycueaem 8 KOCMoce no2ubuuLl Kopao.iv
HeU38eCMHO20 NPOUCXONHCOCHUSL, HA HEM 2YMAHOUOHBIX CYUECE, UCKYCCIBEHHO 8bl6EOCHHBIX
nymem KioHupoganus. OOHa 0e8yuKa OKa3vbleaemcs Heusd, ee O0Cmasisiiom Ha 3emino, 20e
yuenwiii Cepeeti Jlebeoes nocensiem ee 6 ceoem dome. ->[[XXII]] century. [[Spacecraft]] of
remote reconnaissance finds in [[space]] a deadcggaaft of unknown origin, and in it they
find humanoid creatures, artificially bred by clogL. A girl appears to be alive, she is taken to
the Earth [[the Earth (planet)|to the Earth]], whe [[a scientists]] Sergei Lebedev settles her
in his house.

10.[[XXI]] sex. [[ 3s6e3001em]] oanvreit pazsedku obnapyscusaem 6 [[ kocmoc]] e nocubwui
KOpab./lb HeU36eCmMHO20 NPOUCXONCOCHUSL, HA HEM - 2YMAHOUOHBLX CYUECME, UCKYCCIMEEHHO
6blBEOCHHBIX nymeM KIoHUuposanusi. OOHa 0e8yuKa OKA3bLEACTCS HCUBA, ee 00CMABIAION HA



[[ 3emnsn (nranema)|3emniol], eoe [[ yuenwiil]] Cepeeii Jlebeoes nocensiem ee 6 ceoem dome.
XXII sex. 36e3001em danvreli pazsedxku ooHapycusaem 8 KOCMoce no2ubuULl Kopao.iv
Heu38eCmHO20 NPOUCXONHCOCHUS, HA HeM 2YMAHOUOHBIX CYUWeCm8, UCKYCCTNBEHHO GblBEOEHHbIX
nymem knoHupogarusi. OOHa 0e8yuKa OKa3wbleaemcs Heued, ee 00CMABIAIOm Ha 3emio, 2oe
yuenwiii Cepeeti Jlebeoes nocensiem ee 6 ceoem dome. ->XXIII century. Spacecraft of remote
reconnaissance finds in space a dead spacedraftloown origin, in it, humanoid creatures,
artificially bred by cloning. A girl appears to ladive, she is taken to the Earth, where a
scientists, Sergei Lebedev, settles her in hisénous

11. == B ponax == ->== Roles are played ==

11.== B ponsx == ->== Roles are played ==

12. * [[ Enena Memyaxunal] — " Huiis"->. * [[Elena Metulkina]] — "Niiya"

13.* Enena Memynxuna Huiis-> Elena Metulkina Niiya

14. == Ccoiku ==->Links

14. == Ccouiku ====->Links

15. {surxuyumamnux}}->{{wikicitations}}

16. * [http://ternii.film.ru/ Oguyuaneneiii caiim ¢gunvmal->* [http://ternii.film.ru/ Official
movie site]

17.* Oguyuanvuwiii caim gurvma-> Official film site

18. [[Kamecopus: Kunocmyous um. M. I'opvroeo]] ->Category: M. Gor'kii film studio
[[en:Per Aspera Ad Astra (film)]]



