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This volume unites contributions from internationally renowned experts in the 
field of quantitative linguistics. The contributions were presented at the Quan-
titative Linguistics Conference (Qualico 2009, Graz), standing in a tradition of 
previous meetings organized by the International Quantitative Linguistics Asso-
ciation IQLA (www.iqla.org).

As a discipline, quantitative linguistics typically follows a specific scientific 
paradigm: in this theoretical framework, (qualitative) linguistic hypotheses are 
‘translated’ into quantitative terms and tested by means of statistical proce-
dures. The results are first quantitatively interpreted, which leads to either the 
rejection or the retainment of the hypothesis; only then are they, after some 
kind of ‘re-translation’ into linguistic terms, qualitatively interpreted and em-
bedded into theoretical concepts. The application of mathematical and statisti-
cal methods thus is no self-contained aim or objective in a quantitative linguis-
tics framework, but one necessary step in the logic of science.

In detail, against the background of this general approach, the complex rela-
tions between ‘text’ and ‘language’ are specifically focused in the contributions 
to this volume. Given such a broad horizon of quantitative linguistics, it is not 
astonishing that there are many implicit or explicit points of contact with, or 
even technical references to neighboring disciplines - not only to mathematics, 
statistics, or information sciences, but also to computer linguistics, corpus lin-
guistics, literary scholarship including individual and inter-individual stylistics, 
and others. After all, quantitative linguistics turns out to be genuinely interdis-
ciplinary.
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Statistical reduction of the feature space of text
styles

Vasilij V. Poddubnyj, Anastasija S. Kravcova

1 Introduction

The style of a text is characterized by a random feature set that can include syn-
tactic words, high frequency words, bigrams, etc. Every feature is measured by
a relative frequency of the occurrence in the text. These frequencies specify
the feature space of text styles. Every frequency set can be presented geometri-
cally as a point in a multidimensional feature space. A number of different texts
form a point “cloud”, or a text scatter plot. However, these features are not of
the same value. Some features describe better the style of the author or genre:
they have greater frequency variance and better distinguish texts of different
authors or genres. Others have smaller frequency variance and less discrimi-
nation. Besides there are some “noise” features. In most cases, these features
are statistically related to each other. This means that a random feature set has
redundancy. This paper considers the transformation of thefeature space that
allows one to find a minimal set of statistically independentlatent features.

2 Principal component analysis

A widely used statistical method of feature space transformation is that of Prin-
cipal Components Analysis – PCA (Afifi and Azen 1979). This method consists
of the orthogonal linear transform of data to a new coordinate system in which
the greatest variance of any projection of the data lies on the first coordinate
(called the first principal component), the second greatestvariance on the sec-
ond coordinate, and so on. As a result, new factors (principal components) are
uncorrelated, and the first few components almost completely define the whole
scatter of points; so the components with small variances can be omitted. In
the space of the first two principal components, the scatter of text-points is
maximal. New features (factors) are defined by factor loadings which are the
coefficients at the initial factors. Principal component analysis requires only
regularity of the correlation matrix of frequency features. The frequency distri-
bution may be arbitrary and not necessarily Gaussian. However, the probabilis-
tic approach to principal component analysis is substantially based on normal
feature distribution (Lawrence 2005). Normalization of features requires a non-
linear transformation of the initial feature space.
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3 Discriminant analysis

Another method of dimensional reduction is that of Discriminant Analysis (cf.
Klecka 1980, Kendall and Stuart 1979. This method consists of a linear trans-
formation of the coordinates of a feature space which leads to the maximization
of the discrepancy of the average values of new features in different classes.
The deviations of new features from their average values areuncorrelated and
have equal variances within the classes. In the case of text analysis, the classes
are the groups of texts that differ either in author, or in genre, or in gender of
the author, or in age of the author, etc. Hence, the number of classes equals the
number of authors, genres, etc. The direction of the first axis of the new feature
space (coordinate axis of the first discriminant functions –DF) is chosen so
that the centers of classes have maximum difference from each other on this
axis (for the first DF). The second axis (coordinate axis of the second DF) is
directed at a right angle to the first axis so that centers of classes have max-
imum difference from each other on this axis (for the second DF). The third
axis is directed at a right angle to the plane of the two above mentioned axes,
etc. The dimension of the new feature space (of DF) is less than the lesser of
the dimension of the initial space and the number of classes minus one. The
discrimination property of discriminant function decreases monotonically as
the number of DF grows (in the space of the first two DF, the centers of classes
differ from each other in maximal degree).

4 Ranking and normalization of frequency features of text style

Formally, discriminant analysis does not require the feature distribution to be
normal, the same as principal component analysis. But, it needs non-degener-
acy of the correlation feature matrices within and between the classes. How-
ever, evaluation of the quality of the discriminant function method (statistical
significance of DF) is based on normality of features distribution. The normal-
ization of features presumes a proper nonlinear transformation of the initial
feature space (reduction to the Gaussian distribution).

Most methods for solving discrimination, classification, and recognition
problems (such as discriminant analysis, Bayes classification, recognition meth-
ods, etc.) are based on the normal (Gaussian) feature distribution (Klecka 1980,
Kendall and Stuart 1979). At the same time, relative frequencies of the initial
feature system of the text style not always correspond to normal distribution.
By this reason the application of the well-known parametricmethods of mathe-
matical statistics to text analysis is questionable.

As for the implementation, these methods are not always mathematically
correct. Therefore two approaches are possible. The first approach consist of
developing non-parametric (distribution-free) methods of discriminant analy-
sis, classification, and recognition. The second approach is to find a nonlinear
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transformation of the absolute and relative frequencies ofinitial features that
ensures the normality of both the feature distribution and the principal compo-
nent and discriminant functions related to them.

This paper proposes a method of the second approach. Let us consider an
ordered series of the relative frequencies for each featurein the analyzed text.
Let n texts of different (in general) volumesNi , i = 1, . . . ,n, be examined. We
selectm features of text style (for example,m syntactic words or bigrams).
Each j-th feature (j = 1, . . . ,m) occurs in thei-th text νi j times. The num-
bersνi j are absolute frequencies of the occurrence of thej-th feature in the
i-th text and can be presented in a table where the columns correspond to the
features and the rows to the texts. It is obvious that the sum of absolute fre-
quenciesνi j gives the whole numberνi of occurrence of the features set in
the i-th text: ∑m

j=1 νi j = νi , i = 1, . . . ,n. Then pi j = νi j /ν j is the relative fre-
quency of thej-th feature ini-th text; ∑m

j=1 pi j = 1 for all i = 1, . . . ,n. Thus
the relative frequencies show the relative parts of features and assume values
in the interval from 0 to 1, so they cannot be modeled in general by the normal
distribution. The set of frequencies in thei-th row (thei-th text) forms a vector-
row that specifies the coordinates of thei-th point-text in the feature space. We
order the relative frequencies of eachj-th feature in all the texts (across the
j-th column, thej-th sample) in ascending order. The place of each element
of a sample in the ordered series is called its rank. Thus, thevector-column
p j = (p1 j , p2 j , . . . , pi j , . . . , pn j)

T of relative frequencies of thej-th feature cor-
responds to the column-vectorr j = (r1 j , r2 j , . . . , r i j , . . . , rn j)

T of their ranks,
j = 1, . . . ,m. It will be noted that equal frequencies must have the same rank
which is the arithmetic mean value of ranks in a bunch of equalfrequencies.
In this case, the row-vectorpi = (pi1, pi2, . . . , pi j , . . . , pim) of relative features
frequencies will be matched by the row-vectorr i = (r i1, r i2, . . . , r i j , . . . , r im) of
their ranks,i = 1, . . . ,n.

It is a well known fact (Hollander and Wolfe 1999) that, undergeneral
conditions, the ranks have the uniform probability distribution in the interval
from one to the sample sizen. It follows from the fact that the empirical integral
distribution function of ranks is the uniformly increasingstep function on the
interval[0,n].

Let us divide each element of the column-vector of ranksr j by n+ 1.
Then the range of ranks will be the unit interval[0,1] with step 1/(n+ 1),
so ranks from 1 ton will be transformed to the relative ranks from 1/(n+ 1)
to n/(n+ 1). Nonexistent ranks 0 andn+ 1 will correspond to the boundary
values 0 and 1 of the interval[0,1]. A vector of ranks obtained in this way
will be called a vector of relative ranks. Then every column-vector of relative
ranks will be transformed by making use of the function inverse to the inte-
gral function of the standard normal distribution. As a result, we get the set
of column-vectorsx j = (x1 j ,x2 j , . . . ,xi j , . . . ,xn j)

T , j = 1, . . . ,m, that are corre-
lated and have the standard normal distribution function. The column-vector
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xi = (xi1,xi2, . . . ,xi j , . . . ,xim), i = 1, . . . ,n, will characterize thei-th text by the
set of normally distributed new features that are correlated and have zero mean
and unit variance. New features are normally distributed relative to the ranks
of the relative frequencies of initial features.

As a result, we come to the nonlinear transformation of an initial feature
space of non-normally distributed relative frequenciesν in a new feature space
of normally distributed relative ranksx. This allows one to use the parametric
methods of discriminant analysis and classification (Klecka 1980, Kendall and
Stuart 1979).

5 Mathematical tools of principal component analysis

Now we will find then-column-vectorsyl = (yl1,yl2, . . . ,ylm)T , l = 1, . . . ,m,
of principal the components of the normalized data{x j} by the linear transfor-
mationsyl = xUl −yl0. Hereyl0 = x..Ul are scalars (average values of principal
components),x.. – the m-row-vector of the average valuen-column-vectors
{x j}, x.. = ∑n

i=1xi j /n, j = 1, . . . ,m; them-column-vectors of coefficients{Ul}
are eigenvectors of the following symmetric positive definite empirical co-
variancem×m-matrix K of vectors{x j}. The coefficient vectors correspond
to nonnegative eigenvaluesλ1,λ2, . . . ,λl , . . . ,λm that decrease monotonically
with the growth of indexl . These nonnegative eigenvalues define the variances
of the principal components. Thus we have:

KUl = λlUl , K j j ′ =
1

n−1

n

∑
i=1

(xi j −x. j)(xi j ′ −x. j ′), (1)

Myl = 0, Dyl = λl , j, j ′, l = 1, . . . ,m, (2)

whereM is the mathematical expectation,D is the variance, eigenvalues{λl}
are the roots of characteristic equation det(K − λ I) = 0. In this equationI is
the identity diagonal matrix. We choosek < m of the first principal compo-
nents as new features from the principal component system. The new features
correspond to the first eigenvalues, greater than unity. As aresult, we get the
nonlinear statistical reduction of the feature space of texts style. The space ob-
tained has a smaller dimension than the initial one.

6 Mathematical tools of discriminant analysis

Now we will find the n-column-vectors of the discriminant functions (DF)
zl = (zl1,zl2, . . . ,zln), l = 1, . . . ,q, q = min(m,g− 1), of the normalized data
{x j} by applying the linear transformationszl = xVl − zl0, wherezl0 = x..Vl



Statistical reduction of feature speace of text styles163

are scalars,x.. is them-row-vector of average values ofn-column-vectors{x j};
x.. j = ∑n

i=1xi j /n, j = 1, . . . ,m; the m-row-vectors{Vl} are eigenvectors that
correspond to the matricesB and W and obey the equationBVl = λlWVl ,
l = 1, . . . ,q. The set{λl > 0} is composed of their firstq eigenvalues, that
satisfy the equation det(B−λW) = 0 (Klecka 1980). HereB = T −W, where
T/(n−1) is the total covariancem×m-matrix of vectors{x j}:

Tj j ′ =
g

∑
k=1

nk

∑
ik=1

(xik j −x.. j)(xik j ′ −x.. j ′), j, j ′ = 1, . . . ,m . (3)

Inner summation is taken by the indices (rows) that correspond to thek-th class,
ik = 1, . . . ,nk, wherenk is the number of the elements (rows) of thek-th class;
∑g

k=1nk = n; W/(n−g) is the within-group covariancem×m-matrix of vectors
{x j}:

Wj j ′ =
g

∑
k=1

nk

∑
ik=1

(xik j −x.k j)(xik j ′ −x.k j′), j, j ′ = 1, . . . ,m . (4)

Herex.k j = ∑nk
ik=1xik j/nk, k = 1, . . . ,g, j = 1, . . . ,m are elements of theg×m-

matrix of average values of vectors{x j} in the group (class). When aver-
age values of vectors{x j} for different classes (centers of classes) are equal
(x.k j = x.. j, k = 1, . . . ,g), then matricesT andW coincide, and all elements
of the matrixB are zero. But if the averages for different classes differ from
each other, then the values of elements of matrixB specify the discrepancy
measure between the groups (classes). The maximization of expressionλl =
(VT

l BVl )/(VT
l WVl ), l = 1, . . . ,q, with respect to the weight vectorsVl provides

the maximum discrimination ability of DF and leads to equationBVl = λlWVl ,
l = 1, . . . ,q, that defines the eigenvectors of the matrixW−1B. Variables{λl}
are eigenvalues of this matrix. They give the discrepancy measure between the
classes for each DF, in the order of decreasing eigenvalues.

The utility of eachl -th DF (for every new feature that is obtained in this
way from the initial features) can be evaluated by means of the canonical cor-
relation coefficient (Klecka 1980)Rl =

√

λl/(1+ λl), 0≤ Rl < 1, l = 1, . . . ,q.
This coefficient expresses the level of statistical relationship of thel -th DF with
its classes. The nearer the coefficient of canonical correlation is to 1, the higher
is its relationship with its classes, and the greater and more secure is its dis-
crimination of the class centers. This allows one to answer the question how
many discriminant functions from the maximum numberq = min(m,g−1)
ensure the statistically significant discrimination of theclass centers.

Let j < q be the number of the first calculated DF. In discriminant analysis,
Wilks’ Lambda statisticΛ is used to estimate the total discriminative power of
the remaining DF (“remainder discrimination”; cf. Klecka 1980):
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Λ j =
q

∏
i= j+1

1
1+ λi

, j = 0, . . . ,q−1. (5)

If j = 0, one has the highest remainder discrimination because all{λl} are
nonnegative. The remainder discrimination is the lowest when j = q−1. So,
Wilks’ Λ-statistic is the “inverse” measure of class discrimination. A value ofΛ
close to zero indicates high discrimination of classes (it means that the centers
of classes are well divided and differ greatly from each other with respect to
the value of point scattering within the classes). AsΛ increases to its maximum
value (one) there is a gradual deterioration of class differentiation (the centers
of classes fail to be significantly different with respect tothe point scattering
within classes).

For an estimation of the statistical significance of the discriminative power
of the first j discriminant functions, Pearson’s chi square test is used.It is based
on the statistic

χ2
j = −(n− m+g

2
) lnΛ j , j = 0, . . . ,q−1. (6)

This statistic has the probability density functionχ2 with ν j = (m− j)(g−
j−1) degrees of freedom under the condition that hypothesisH0 is true (Klecka
1980). That means the remainingq− j DF don’t improve the discrimination
ability of the first j DF (they don’t increase the distance between the centers of
classes). It allows one to calculate the significance levelP (p-level) of the chi
square test that has been reached (the actual probability ofan error of the first
kind to reject by mistake the null hypothesis when it is true): Pj = 1−F(χ2

j |ν j),
whereF(χ2|ν) is the integral function of the chi square distribution withν de-
grees of freedom.

The interpretation of the discriminant functions as hiddenparameters that
determine the differences of classes can be achieved by correlation coefficient
analysis (factor loadings analysis) of the column-vectorzl of the discriminant
functions with column-vectorsx j of the normalized relative ranks:

ρi j =
1

n−1

n

∑
i=1

zil (xi j −x.. j)/
√

Dzl Dx j , l = 1, . . . ,q, j = 1, . . . ,m . (7)

It is well known (Sachs 1972) that statistict = ρ
√

(n−2)/(1−ρ2) has
Student’st-distribution withν = n−2 degrees of freedom, provided thatzl and
x j have normal distribution and the null hypothesis (the correlation coefficient
ρ = 0) is true. This enables one to find the critical value of Student’s statistics
as quantiletcrit = tn−2,1−Pcrit /2 of level 1−Pcrit/2 of this distribution. The criti-
cal significance level of Student’st-test should be fixed, e.g.,Pcrit = 0.05. From

here one easily gets the critical valueρcrit = tcrit /
√

(n−2)+ t2
crit of the corre-

lation coefficient which specifies(1−Pcrit ) ·100%-th interval[−ρcrit ,ρcrit ] of
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the statistical insignificance of the correlation coefficient. The values of the cor-
relation coefficient outside this interval are statistically significant onP≤ Pcrit

level of significance.

7 Example of feature space reduction on the basis of methods of
principal components and discriminant analysis

The above described procedures of constructingm-row-vectorsr i , m-row-vec-
torsxi , m-row-vectorsyi , andq-row-vectorszi (i = 1,2, . . . ,n) from the original
m-row-vectorspi of relative frequencies of text style features for each textual
work are implemented in theStyleAnalyzersoftware (Shevelyov and Poddub-
nyj 2010) which is intended for the complex statistical analysis of textual work
styles of different authors, genres, etc. Figures 1–3 give examples of using the
described approach to ranking, normalization and reduction of a feature space
on the basis of the methods of principal components and discriminant analysis.

Textual material is represented by 80 large works of fiction by 11 Russian
authors of the 19th century (11 works by N.V. Gogol’, 3 by I.A.Goncharov,
18 by F.M. Dostoevskij, 2 by I.A. Kuprin, 3 by M.Ju. Lermontov, 7 by N.S.
Leskov, 9 by A.S. Pushkin, 2 by M.E. Saltykov-Shchedrin, 8 byL.N. Tolstoj,
13 by I.S. Turgenev, 4 by A.P. Chekhov).

We used 55 syntactic words as text style attributes.1 Absolute frequencies
of their occurrence in the text are the text style features. These frequencies are
being presented inStyleAnalyzerin the form of a spreadsheet with indication
of authors and texts in rows and that of style attributes in columns. Figure 1
shows the connection between the original attributes – the relative frequencies
of one in 55 features (namely, the forth one) in 80 texts (init-data), the ranks
of relative frequencies (rank-data) and the relative ranks (normally distributed
after the non-linear transformations) of relative frequencies (gauss-data).

Eigenvalues of the covariance matrixK are the variances of the principal
components. The calculation of them forinit-data and gauss-datavariables
shows that several first principal components are responsible for the majority
of text variability. For example, the first six principal components (10.1% of
its total number) explain 51.4% of the feature variability for gauss-dataand
49.6% forinit-data.

Eigenvalues of matrixW−1B for init-dataandgauss-datavariables are the
variances of the discriminant functions of these variables. One can see that only
q= min(m,g−1) = 10 of them are other then zero; herem= 55 is the number

1. These syntactic words are:в, на, с, за, к, по, из, у, от, для, во, без, до, о, через, со,
при, про, об, ко, над, из-за, из-под, под, и, что, но, а, да, хотя, когда, чтобы,
если, тоже, или, то есть, зато, будто, не, как, же, даже, бы, ли, только, вот,
то, ни, лишь, ведь, вон, то-есть, нибудь, уже, либо.
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Figure 1: Nonlinear transformation of the data for the fourth feature

of original features (syntactic words),g = 11 is the number of classes (writ-
ers, authors of works). The calculation of the significance levels (p-levels) of
the discriminant functions shows that almost all DF are statistically significant
(P< 0.05 for the first nine DF).

The points with the markers of different types in Figure 2 represent 80
fiction works of 11 writers of the 19th century in the coordinates of the first two
principal components (factors 1 and 2) forinit-data (see Figure 2a) andgauss-
data (see Figure 2b) variables. Convex hulls of sets of work-points for each
author are shown by the closed broken lines. One can see that the normalized
relative ranks of relative frequencies (gauss-data) distinguish between writers
better than the relative frequencies.

The points with the markers of different types in Figure 3 refer to the same
80 fiction works of 11 writers of the 19th century in the coordinates of first
two discriminant functions (factors 1 and 2) forinit-data (see Figure 3a) and
gauss-data(Figure 3a) variables. Convex hulls of sets of the work-points for
each author are shown by the closed broken lines.

If one compares Figures 2 and 3, one sees that discriminant analysis pro-
vides full discrimination of classes by relative frequencies (init-data) and al-
most full discrimination by their normalized relative ranks (gauss-data), where-
as the author classes overlap significantly in the course of principal component
analysis.
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Figure 2: Text representation in the coordinates of the first two principal components
(features are 55 syntactic words)
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Figure 3:Text representation in the coordinates of the first two discriminant functions
(features are 55 syntactic words)

8 Conclusion

Thus, discriminant analysis ensures a considerably betterdiscrimination of au-
thors in terms of 55 syntactic words as compared with the analysis of princi-
pal components, though both methods provide graphical representation of the
whole Russian fiction literature of the 19th century by sets of dots (represent-
ing texts) in the plane. This is to be expected since the discriminant analysis
provides a transformation of the original attribute space of text styles that max-
imally increases the mean-square distance between the class centers fixing the
distance variance between the elements (dots-texts) inside the classes on a con-
stant level.

In other words, discriminant analysis makes author classesequally compact
and maximally discriminated from each other. Residual overlapping of classes
indicates the proximity of text styles of different authorsthat appears in the
overlapping classes in the corresponding feature space.
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In conclusion, it will be noted that close results could be obtained when the
method of principal components and discriminant analysis is applied directly
to ranks of frequencies rather than the normalized relativeranks of relative
frequencies of attributes. This is due to the fact that gaussianity of data is no
longer significant when the indicated methods are used for the multidimen-
sional analysis of texts, though the calculations of statistical significance of the
results may turn out to be incorrect.
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