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13.1. Logistic regression as a 
generalized linear model
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 Thus far, we assumed that the response variable y
was normally distributed and had constant variance 

irrespective of x
 In many situations, however, response variables are 

inherently non-normal and demonstrate positive 

relationship between variance and mean:

 count data expressed as proportions

 count data that are not proportions

 binary response variables

 data on time to death
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 Generalized Linear Models – class of models 

designed to deal with the abovementioned non-

normal response variables

 These models are characterized by:

 an error distribution giving the distribution of the 

response around its mean (e.g., binomial, 

Poisson, Gamma)

 a link function, g, which transfers the mean values 

of response to a scale in which the relation to 

predictors becomes linear and additive

 the variance function
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 The link function linearizes the response:

 Common link functions:

 identity -> normal errors (e.g., linear 

regression, ANOVA)

 poisson -> Poisson errors (for counts)

 logit -> binomial errors (binomial responses, 

counts as proportions)
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 GLMs are estimated by the method of 

maximum likelihood (finds a set of parameters 

that optimizes a goodness-of-fit criterion)

 The measure of fit is expressed as deviance, 

which estimates how closely the model-based 

fitted values of the response approximate the 

observed values

 Two models can be compared with a 

likelihood-ratio test, which produces a 2-

distributed statistic
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 Logistic regression is designed for binary 

response variables and proportions

 Probabilities of binary outcomes cannot be 

correctly analyzed with regression models 
(predicted values can become negative or >1)

 With the logit link, probabilities are 

transformed to a log scale, where they 

demonstrate linearity:

kk xx  ...110 logit p
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logit p = log[p/(1− p)] 
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13.2. Logistic regression with 
tabulated data
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 From May to October 2006, D. polymorpha were 

collected monthly from depths of 0.8 m and 4 m in 

Lake Naroch, Belarus

 15 molluscs were dissected at each sampling date 

from each depth to estimate the prevalence of 

infection (% infected) with the trematode E. 

recurvatum

 Did the prevalence change significantly over the 

period of study, and was there a difference between 

depths?
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 Use the command
> setwd("~/Introductory R

+ Course/R_Course_Datasets")

 Or in RStudio do

Tools -> Set Working Directory -> Choose 

Directory -> …your Desktop -> folder 
“Introductory R Course” -> folder 

“R_Course_Datasets”
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> infection <- read.table(

file = "dreissena_infection.txt",

header = TRUE,

sep = "\t")

# Examine the data:
> infection

> summary(infection)
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 R can fit logistic regression to tabular data 

in two different ways:

 Response is specified as a matrix where one 

column is the number of “diseased” and the 

other is the number of “healthy” individuals

 Response is specified as proportions of 

“diseased” from total
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# Fitting response as a matrix:
> inf.tbl <-

cbind(infection$Infected,

infection$Noninfected)

> M1 <- glm(inf.tbl ~ Day + Depth,

family = binomial(link = "logit"), 

data = infection)
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> summary(M1)
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 The deviance corresponds to the sum of squares 

in linear normal models

 Deviance Residuals indicate contribution of each 

cell of the table to the deviance of the model
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 Estimates of the regression coefficients and their 

significance (interpretation is identical to the linear 

regression output)
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 Null deviance – deviance of the “empty” model

 Residual deviance – the deviance which is left 
unexplained after incorporating Month and Depth

into the model

 AIC – measure of goodness-of-fit that takes the 

number of fitted parameters into account
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 Purely technical term

 Indicates how many iterations were performed 

before satisfactory estimations of the model 

coefficient were found

 Don’t pay too much attention to it. However, if the 

number of iterations is large, the model is likely to 

be to complex
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# Similar to ANOVA tables in multiple regression 
analysis:

> anova(M1, test = "Chisq")

Be careful with 
interpretation of the P-

values!
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# Fitting responses as proportions from total:
> n.total <- infection$Infected + 

infection$Noninfected

> prop.inf <-

infection$Infected/n.total

> M2 <- glm(prop.inf ~ Day + Depth,

weights = n.total,

family = binomial(link = "logit"), 

data = infection)
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13.3. Logistic regression with 
raw data
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> inf.raw <- read.table(

file = 

"dreissena_infection_raw_data.txt",

header = TRUE,

sep = "\t")

> head(inf.raw)
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> M3 <- glm(EchinoPresence ~ 

Length + Day + Depth,

family = binomial(link = 

"logit"), data = inf.raw)

> summary(M3)
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> M4 <- glm(EchinoPresence ~ 

Day + Depth,

family = binomial(link = 

"logit"), data = inf.raw)

Author: Sergey Mastitsky

For 
yo

ur 
pe

rso
na

l u
se

 on
ly.

 

Pub
lic

 pr
es

en
tat

ion
 is

 no
t a

llo
wed



> anova(M3, M4, test = "Chisq")

> AIC(M3, M4)
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