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 We’ll consider regression models with 

multiple predictors:

 Model specification is similar to that of the 

simple regression analysis and ANOVA

 The new part is the model search, i.e. 

selecting a subset of predictors that describe 

the response variable sufficiently well
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11.1. Plotting multivariate data
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> library(ISwR)

> data(cystfibr); attach(cystfibr)

> head(cystfibr)

> help("cystfibr")
Response: maximum 

expiratory pressurePredictors
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> pairs(cystfibr, gap = 0, cex.lab = 0.9)
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11.2. Model specification and 
output

For 
yo

ur 
pe

rso
na

l u
se

 on
ly.

 

Pub
lic

 pr
es

en
tat

ion
 is

 no
t a

llo
wed



 A multiple regression analysis is done by 

setting up a model formula with “+” between 

the predictor variables

 Although some predictors are not likely to be 
correlated with pemax, we will initially  

include all of them into the model

 Such a model is called saturated:
> M0 <- lm(pemax ~ age + sex + 

height + weight + bmp + fev1 + rv 

+ frc + tlc, data = cystfibr)
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> summary(M0)
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 Not a single t-test 

is significant

 Yet, the overall F-

test is significant, 

so there must be 

an effect 

somewhere there

 t-tests only say 

that no variable 

must be included

into the model –

thus, we can

exclude some of 

them
Author: Sergey Mastitsky
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 Adjusted R2 is considerably smaller that the 

multiple R2

 This is due to the large number of variables 

relative to the number of degrees of 

freedom for the variance

 This also suggests reducing the model
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> anova(M0)
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 Except for tlc, there is practically no 

correspondence between F-test and t-tests, in 
particular age is now significant

 That is because F-tests are successive, i.e. they 

correspond to a stepwise removal (from the 

bottom upward) of terms from the model until only 
age is left

 Thus, we can remove all the terms except age

 (!) But be careful: age was left in the model 

primarily because it was mentioned first in the 

model specification (more on this issue later on…)
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 We can formally check whether all the other 
variables, except for age, can be removed by 

fitting two separate models and comparing 

their RSS with the F-test:

> M0 <- lm(pemax ~ age + sex + 

height + weight + bmp + fev1 + rv 

+ frc + tlc, data = cystfibr)

> M1 <- lm(pemax ~ age,

data = cystfibr)
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> anova(M0, M1)

 RSS (= unexplained variance) in the second model 

increases (by 7002.9)

 However, this increase is not significant (P = 

0.2936), suggesting than model 2 is preferable as it 

has less parameters
Author: Sergey Mastitsky
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 The Akaike Information Criterion comes from 

the Information Theory and measures both 

the goodness of fit and complexity of a 
model (see ?AIC)

 The smaller the value of AIC, the “better”:
> AIC(M0, M1)

>  df      AIC

M0 11 242.0525

M1  3 239.6052
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 Always make sure that the models you 
compare with anova() or AIC() are 

nested, e.g. one model is a direct reduced 

version of another one:

> M0 <- lm(pemax ~ age + sex + 

height + weight + bmp + fev1 + 

rv + frc + tlc, data = cystfibr)

> M1 <- lm(pemax ~ age,

data = cystfibr)
Author: Sergey Mastitsky
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11.2. Stepwise backward model 
search
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 With this approach, usually the most 

insignificant terms are sequentially removed 

until all the remaining terms are significant

 In some cases, a certain logical structure can 

be imposed on the process, e.g. previous 

knowledge can suggest removing some 

parameters first
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# sex excluded:
M3 <- lm(pemax ~ age + height + 

weight + bmp + fev1 + rv + frc + 

tlc, data = cystfibr)

> summary(M3)
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# tlc excluded:
M4 <- lm(pemax ~ age + height + 

weight + bmp + fev1 + rv + frc, 

data = cystfibr)

> summary(M4)
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# frc excluded:
M5 <- lm(pemax ~ age + height + 

weight + bmp + fev1 + rv, data = 

cystfibr)

> summary(M5)
Age is to be 

removed!
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# Final model:
M8 <- lm(pemax ~ weight + bmp + 

fev1, data = cystfibr)

> summary(M8)

The final model still has to be validated by examining the residuals!
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 It’s possible to perform automatic search of 

the optimal model, based on the AIC values

 The function step() does all the magic:

> step(M0, direction = "backward")
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# Step 1 in automatic model selection:
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# Final iteration in automatic model selection:
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# Checking the automatically selected model:

> summary(lm(pemax ~ weight + bmp 

+ fev1 + rv, data = cystfibr))

> plot(lm(pemax ~ weight + bmp + 

fev1 + rv, data = cystfibr))

Don’t fully rely on the automatic procedure.
Use your brain too!
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 Try 
> step(M0, direction = "forward")

 and
> step(M0, direction = "both")
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